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Abstract— Bronchoscopic needle biopsy is a common
step for early lung-cancer detection. This procedure
uses two steps: (1) 3D computed-tomography (CT) chest
image analysis, to choose a biopsy site; (2) live bron-
choscopy, to perform the biopsy. CT-based virtual en-
doscopic analysis can improve results of biopsies, yet er-
rors still can occur. We describe a procedure to com-
bine the endoscopic video tracking (the “real” world)
and CT-based virtual endoscopic registration (the “vir-
tual” world). By bringing both sources of information
together, a more robust surgical guidance system is real-
izable. Both the endoscope’s video and thoracic CT scan
are used as data sources in the tracking. An optical flow
algorithm estimates the endoscope motion between suc-
cessive video frames. The virtual CT rendering creates a
range map for the optical flow equation. This simplifies
the endoscope movement calculation into a straightfor-
ward linear system. We demonstrate this method for a
phantom human airway-tree example.

I. INTRODUCTION

Bronchoscopic needle biopsy is a common step in the
early detection of lung cancer. Performing this proce-
dure requires two steps: (1) initial 3D CT chest image
analysis, to choose and plan a site; (2) follow-on live
bronchoscopy to preform the planned biopsy [1]. This
procedure is often unused since it requires the physician
to deduce the best biopsy site by visually inspecting CT
film slices. Virtual endoscopy can help this procedure
by matching the endoscopic video to a virtual CT ren-
dering that includes the target site of interest [1,2]. Un-
fortunatly, this can lead to guidance errors, such as the
physician being at a different site relative to the virtual
world or being rotated incorrectly.

This paper presents a combined tracking/registration
procedure for endoscopic guidance. An optical flow algo-
rithm calculates the endoscope motion from analyzing a
sequence of endoscope video frames [3]. This processing
is then fused with corresponding virtual CT renderings
to follow the 3D motion of the endoscope. The purpose
of the system is to help prevent guidance and orientation
errors during bronchoscopic procedures.

This tracking method is part of an analysis package
that combines CT and video data sources to assist a
physician during live brochoscopy [2]. The hidden tu-
mors are drawn relative to the video scene, creating a
target point for a needle biopsy. The tracking algorithm
allows the virtual image to continuously follow the en-
doscope motion and functions as a component of the
image-guided bronchoscopy system [4].
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In other work, Bricault et al. introduced an algorithm
to track the endoscope motion, but it is limited to bi-
furcation images [5]. Mori et al. presented a technique
to track the motion of video frames [6,7]. Their sys-
tem is demonstrated on a sequence of images, but runs
at over 20 seconds per frame. Both methods are tested
only on video-taped sequences and are not available dur-
ing a live endoscopy procedure. Many investigators have
studied the general problem of calculating a camera’s 3D
position and orientation change by analyzing 2D pixel
movement [3,8-11]. These techniques involve solving for
the 2D change in position of points in the image and
translating that into a 3D motion vector [8,10]. This
method is not well suited for endoscope video tracking
since bronchoscopic images are smooth and correspond-
ing points are difficult to calculate.

II. TRACKING AND VIDEO/CT REGISTRATION

This section overviews the combined tracking and reg-
istration problem and describes the proposed method.
The system is active during a live endoscopy. The physi-
cian has the endoscope inserted into the patient. The
endoscope provides a live real-time video stream. Also,
the patient’s 3D CT chest scan is available.

The video tracking algorithm calculates the vir-
tual CT viewpoints that correspond to each image in
a sequence of endoscope frames. The frames start
at time ¢y and end at time t{; with a time incre-
ment of §t. Let Ey(z,y,t) be the endoscope video
frame at time ¢. The collection of video frames are
described as ey (to,ty) = {Ev(z,y,t0), Ev(z,y,to +

8t)y ooy By (z,y,t5)}. EXY(x,y,t) is the virtual CT im-
age that matches to the endoscope image Ev(z,y,t).
x(t) = (X(¢),Y(2), Z(t),a(t), B(t),v(t)) is the virtual
viewpoint in CT coordinates that corresponds to the en-
doscope location and orientation. (X(t),Y(t),Z(t)) is
the virtual position and (a(t),5(t),v(t)) are the Euler
angles rotated around z, y, and z respectively. For each
endoscope frame, the goal is to find the virtual viewpoint

x(t) that causes Eé,(lf)(w, y,t) to best match Ey(z,y,t).

It is assumed that the initial viewpoint x(¢o) is known.
X(to) corresponds to the endoscope frame Evy(z,y,to).
The problem is to calculate the remaining viewpoints
X(to + 6t) to x(ts) that corresponds to the endoscope
frames in the sequence ey (to + dt,ty).

In previous work, a registration system was designed
that can calculate the virtual endoscope position relative
to a video frame [1]. The CT/Video registration works
well for a single frame but is too slow to be effective as a
video tracking system on its own. An optical flow track-
ing algorithm can calculate the change in an endoscope’s
position between successive video frames. This measure-
ment over time has a drift error since the viewpoint is



the sum of incremental changes. The overall tracking
system uses CT/Video registration to correct the drift
errors caused by tracking with video frames alone.

An algorithm that combines registration and video-
only tracking has benefits for both. The tracking system
provides a better initial position for the registration al-
gorithm. The registration system helps the tracking by
giving a correct range map necessary for the next set of
tracking calculations. The registration system also cor-
rects for the accumulating errors in the tracking system.
The combined tracking and registration algorithm starts
with a sequence of video images and an initial registered
viewpoint x(¢p). The current registered viewpoint x(t¢)
results from applying the algorithm to all the images in
the sequence. Figure 1 is a block diagram showing the
steps in the combined registration and video-only algo-
rithm. See below.

1. Get the initial viewpoint x*(¢o) that is close to the
first video frame.

. Get the first video frame from video source.

. Render the viewpoint at x*(to) to get a range map.
The range map is used in the video frame tracking
calculation.

4. Get N, video frames from the video source. Ny, is
the number of video frames to track per a registra-
tion.

5. Start the tracking thread using V¢, video frames,
and the range image at the first image in the Ny,
frames. The thread applies (7) for each consecutive
set of images.

6. In a seperate process, calculate a registration at
X*(to+iNy,) The result is x(to+(¢+1)Ng,). ¢ counts
the registration iterations and in this interval there
were Ny, video tracking frames. This finds the best
virtual viewpoint to match the first frame in the
tracking iteration.

7. Wait for tracking thread to finish. The result is the
change in endoscope position for N, frames. There
are three translations changes and three rotation
changes in each tracking result.

8. Increment the registered position x(to + (¢+ 1) Nyy)
with the N, tracking movements. The result be-
comes x*(to + (¢ + 1)NVy). So at the end of an iter-
ation, the best viewpoint comes from the registered
viewpoint at the initial frame of the tracking set plus
the endoscope differentials from video tracking.

9. Calculate the range image at x * (to + (¢ + 1)Ng,)
for next tracking iteration. This is from rendering a
image at this viewpoint and retrieving a range map
from the OpenGL depth buffer.

10. Move the last video frame to first video frame for
next tracking iteration. This maintains continuity
in the video tracking calculations. Also, this sets up
the next registration iteration.

11. If video source has frames remaining, go to Step 4.
The process keeps repeating until the video source
reaches the final frame.
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Fig. 1. Block diagram of the combined registration and tracking
algorithm. The procedure starts with a video/CT registration.
It then performs tracking on a small number of frames while
running the registration algorithm. The registered positions
gets updated with the calculations from tracking. The range
map registration is used to help tracking. Tracking gives an
improved initial starting point for the registration algorithm.
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Fig. 2. A endoscope’s movement in a rigid scene can be defined
by three translational increments (tz,ty,t;) and three Euler
angle increments (wg, wy,w;). These 3D movements result in
the 2D pixel movement (u,v).

III. ENDOSCOPE MOTION FROM OPTICAL FLow

The mathematical problem of estimating 3D position
change based on 2D pixel movement can be described as
follows [3]. Figure 2 shows a rigid point being imaged by
a moving endoscope. Let X, = (X,,Ye, Z.) be a point in
endoscope coordinates, where z is to the right, y is up,
and z is looking forward into the center of the screen.
A 3D point in the endoscope view creates a pixel at the
2D endoscope screen point (z;,y;) from the perspective
equations
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with f as the focal length. Assume an endoscope can
move in three small translations t = (¢,,t,,t,) or three
small Euler rotations w = (ws, wy,w;). The velocity of
the 3D point relative to the endoscope center is

X.=wxX,+t. (2)



Expanding the cross product gives the following equa-
tion:

Xc —wWyZe +w, Y, —t;

Y. | = | ~w.Xc+weZ. -ty |. 3)
Zc _wz}fc + wac - tz

The point velocity X., relative to the endoscope, is a
function of the point’s position (X, Y;, Z.), the rotation
(wz,wy,w;), and the translation (¢5,%,,t,).

Let (u;,v;) be the 2D pixel velocity caused by the
endoscope movement. This velocity is calculated from
the time derivative of the pixel’s position components,
u; = dft" and v; = ‘fiyt". Applying the derivatives to the
motion equations, and substituting (3) into the projec-
tion equations (1) gives [3,12],

_ftz +zct, TcYe <.’L’g )
U; = We— | — + f ) wytyecw.. (4
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—ft, + Yot 2 ZeYe
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(4) and (5) relates the endoscope translations
(te,ty,t,) and rotations (wg,wy,w,) to video pixel ve-
locity (ui,v;). Separate equations of this form exist for
every point in the image.

The optical flow method assumes that pixels in a scene
can move, but the overall image brightness remains con-
sistent. This leads to the classic optical flow constraint
equation [3],
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and g—f and %—E are calculated from the image gradient.
Y

The partial is calculated with an image difference,

The motion parameters, which are three translation and
three rotation variables, determine how the pixels move
in the 2D scene. The pixel’s movement corresponds to
the variables, u and v. (6) will be used as the measure-
ment portion of a least squares system to solve for the
3D motion parameters.

By substituting (4) and (5) into (6), it is possible to
create a linear system to solve for the motion parameters.
There is no need to calculate corresponding points. This
leads to the optical flow equation in terms of the three-
dimensional motion,
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In (7), only the change motion parameters (t,,ty,t.,
Wg, Wy, w,) are unknown. FE; is the image difference,

E, and E, are image gradients, Z. is the image depth
map, f is the perspective focal length, and z; and y; are
the image pixel values.

There is a separate equation of the form (7) for every
pixel in the image. The goal is to calculate the six un-
known motion parameters (tz, ty, ¢, Wa, Wy, w,). If there
are N pixels in the image, the six parameters result
from solving a system of N linear equations. (7) can
be used to calculate the change in endoscope motion by
comparing two video frames. Summing the incremen-
tal changes over time will result in the motion change
over a longer interval. This has a problem of drift error,
since any error from the current increment is added to
the accumulated total from previous increments. This
compounding error increases with each increment. In
order to limit this error, the system augments the video
tracking system with position measures.

IV. RESULTS

The endoscope sequence in Figure 3 shows an airway
phantom example of the combined tracking and regis-
tration algorithm. There are a total of 412 frames in the
sequence. Tracking starts at a known location as shown
by the carina view in Frame 1. The endoscope sequence
moves through the left mainstem bronchus towards the
first subdivision. The tracking system calculates the vir-
tual view to match the endoscope video. In this exam-
ple, a registration took about 1.8 seconds so the average
frame rate was 2.22 frames per second.

Figure 4 shows a screen display of the tracking sys-
tem as a component of an image-guided bronchoscopy
system. As the virtual position is tracked, the location
is updated in all the separate displays. The physician
can reference the endoscope position in a global surface
view. The immediate feedback of the endoscope position
should help prevent guidance and orientation errors.
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Fig. 3. Results of the combined registration and tracking algorithm for an endoscope video image. In each frame, the view on the left
is the virtual CT rendering and on the right is the endoscope image. The endoscope starts at a well-known location like the carina.
The physician moves the endoscope to the desired spot and the endoscope follows. This maintains a consistent tie between the
endoscope position and the video world. Nine frames are selected from a sequence of endoscopic images with each separated by 40
frames. Overall, the total number of frames tracked was 412. The average frame rate in this example was 2.22 frames per second.
This was a Dell Precision 620 workstation with dual Pentium IIT Xeon processors at 933Mhz. The graphics card was a Quadro II

pro with 64 MB.
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Fig. 4. A composite view of Virtual Navigator during bronchoscopy. The Video Match tool in the lower right contains the combined
tracking and registration algorithm that maintains a tie between the virtual world and the video endoscope. The 3D Sur face tool
shows a global view of the airway tree with the endoscope location and centerline paths. There is a transverse slice view in the
upper middle. The upper right shows a coronal slab view. In the Video Match tool, the image on the left is the live video, the
view in the center is the matching virtual CT image, and the image on the right is the current endoscope frame being processed.
The calculated endoscope postion in shown in the 3D Sur face tool by the crosshair location. The coronal and transverse displays

reflect the endoscope position by their own crosshairs.



